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Code available

3. Results

Performance on the VisCoT dataset across  different LMMs

We first conduct a small-scale SFT warm-up, then perform RL training on
large-scale data without bounding box annotations. The RL phase iterates
between self-evolution data generation and step-level DPO optimization,
ensuring reasoning improvement without external models or annotations.

1. Motivation

Goal：Learn intelligent visual perceptron from task feedbacks

• VisRL: the first RL-based framework for intention-driven visual 

perception, removing reliance on dense annotations.

• Self-Evolution Pipeline: a novel data generation pipeline, integrating a 

diversity controller and step-level DPO optimization.

• Effectiveness: outperforms strong baselines and generalizes well.

2. Method

Contributions:

Human-like manner

Robustness

Free from data-driven supervision

Effectiveness

Lack of intermediate reasoning annotation

Human trial-and-error learning

Model adaptability variance

Existence of hallucination

Challenges: Desiderata :

Solution: To develop an intrinsic reinforced reasoning

Data Generation
VisRL self-evolves by sampling
𝑀!"# for diverse CoT data and
using 𝑀$%& for self-criticism.
This enables intrinsic learning,
refining probability distributions
without external dependencies

Schematic illustration of VisRL

Step-level DPO
VisRL uses a step-level DPO method in two stages.

Stage 1: optimizes the bounding box

Stage 2: optimizes both the bounding box and the final response

Referring Expression Comprehension (REC) tasks

Ablation on data generation

VisRL over multiple iterationsComparison with different baselines


